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Abstract

People use videos to learn new recipes, exercises, and crafts.
Such videos remain difficult for blind and low vision (BLV)
people to follow as they rely on visual comparison. We pro-
pose Vid2Coach, a system that transforms how-to videos into
wearable camera-based assistants that provide accessible
instructions and mixed-initiative feedback. From the video,
Vid2Coach generates accessible instructions by augment-
ing narrated instructions with demonstration details and
completion criteria for each step. It then uses RAG to supple-
ment non-visual workarounds from BLV-specific resources.
Vid2Coach monitors user progress with a camera embed-
ded in commercial smart glasses to provide context-aware
instructions, proactive feedback, and answers to user ques-
tions. BLV participants (N=8) using Vid2Coach completed
cooking tasks with 58.5% fewer errors.

1. Introduction
Videos support efficient skill learning [23, 25] as their rich vi-
sual demonstrations share tacit knowledge, low-level details,
and allow learners to visually compare their progress. How-
ever, blind and low vision (BLV) learners find most videos
difficult to follow [19, 21, 22] as videos typically omit key
visual details in their narrations and include instructions that
assume sight (e.g., “wait until your butter turns this color”).
Making videos meaningfully useful for BLV learners would
address a longstanding learning gap.

We envision a system that transforms how-to videos into
wearable camera-based assistants for BLV learners. Our
key insight is that the rich audio-visual content that benefits
sighted learners can provide an AI assistant with detailed
task knowledge to create accessible instructions and assess
progress. Further, new commercially available smart glasses
offer hands-free capture of hand-object interactions required
for real-time feedback, and many BLV individuals already
use such technology in daily life [13]. We set cooking as an
initial target domain due to its universality, multi-step com-
plexity, diverse tools, and reliance on multimodal signals.

We present Vid2Coach (Figure 1), a system that trans-
forms how-to videos into wearable camera-based assistants
that provide accessible instructions and mixed-initiative feed-
back. From a how-to video, Vid2Coach creates accessible
instructions by first extracting high-level steps then adding
detailed demonstration descriptions and completion criteria
for each step via multimodal understanding (Figure 1.1). To
supplement instructions with tips and workarounds tailored
to users’ level of vision or kitchen setup, our pipeline uses
retrieval-augmented generation (RAG) to generate sugges-
tions grounded in an accessibility resources dataset (Fig-
ure 1.2). As users perform the task, Vid2Coach captures the
egocentric video stream (Figure 1.3). It determines whether
users are following the current step or engaging in sponta-
neous actions (e.g., washing hands, cleaning). When a step
appears complete based on the completion criteria extracted
from the how-to video, Vid2Coach notifies the user – ex-
plaining visually grounded reasoning (e.g., “You seem to be
done because the bacon has turned evenly golden brown and
crispy.”) For steps where visual cues alone are insufficient to
determine completion (e.g., mixing until smooth), it prompts
users to use non-visual cues (touch, smell, or sound).

To evaluate Vid2Coach, we conducted a within-subjects
study with 8 BLV people in their own home kitchens where
they completed full end-to-end recipes. Participants using
Vid2coach completed cooking tasks with 58.5% fewer errors
and reported lower cognitive load.

2. Vid2Coach

2.1. Generating Step Instructions

Generating Step-Action Hierarchy from Narration. To only
retain task-relevant narration, we use GPT-4o [1] to classify
each transcript sentence into information roles derived from
Yang et al.’s taxonomy [31] and filter greeting, conclusion,
and miscellaneous role sentences. Then, we use GPT-4o [1]
to group relevant sentences into high-level steps. Inspired
by Truong et al. [29] using hierarchical segmentation, we
generate high-level steps that help users understand the goal
(e.g., Prepare hollandaise sauce), accompanied by atomic



Does this look complete?

      Use kitchen scissors to cut 
peppers directly over a tray or 
bowl, so you can easily find all the 
pieces with touch. Or, you can wear 
a cut resistant glove.

      Slice bell peppers. In the 
video, the person slices yellow and 
red bell peppers into thin 1/4 inch 
wide strips using a kitchen knife 
and wooden cutting board.

I’m not confident with knives. Any tips?
      You don’t seem to be done yet because 
there are still some larger yellow pepper pieces 
on the right side. Try feeling for any thicker slices 
and trimming them down so they match the 
thinner ones. Keep going, you're almost there!

1. Instructions & Demonstration Details

2. Accessible Tips & Workarounds

3. Proactive Progress Feedback

Accessible Resources

How-To Video

Figure 1. Vid2Coach is a system that transforms how-to videos into a wearable camera-based task assistant that provides accessible
instructions and mixed-initiative feedback. Given a how-to video, Vid2Coach extracts high-level steps and demonstration details, then for
each step we use retrieval-augmented generation to supplement each step with BLV-specific guidelines. Vid2Coach then monitors user
progress with a camera in smart glasses to provide proactive feedback.

actions that helps users to easily follow and assess (e.g.,
Separate 3 egg yolks from the whites).

Identifying Task-Relevant Frames. Visuals like talking-
heads or B-roll can distract automated descriptions. To focus
on task-relevant visuals, we sample frames at 1 fps within
a ±15-second window around each action’s transcript seg-
ment, capturing demonstrations slightly before or after the
instruction while excluding distant irrelevant footage. We
compute cross-modal similarity between each frame and the
action description using CLIP [26], retaining frames above a
dynamic threshold (0.27–0.30). This threshold adjusts per
action based on frame density, increasing when many frames
exceed it and decreasing when few do, adapting to variations
in visual prominence of actions.

Generating Task-Relevant Descriptions. Finally, we com-
bine the narration-aligned step and high-scoring frames
to generate detailed action descriptions using GPT-4o [1].
Naive prompting often yields irrelevant details (e.g., pre-
senter appearance, background). To focus on task-relevant
content, we adopt a targeted prompting: (1) What is the
demonstrated action? (2) Which ingredients are used, what
do they look like, and how much? (3) Which tools are used,
and what do they look like? (4) How is the action performed?
(5) Are any tips visually evident?

2.2. Supplementing Accessible Strategies
General-purpose AI suggestions often assume dominant user
groups, leading to irrelevant or misfitting advice for BLV
users. Even when prompted for accessibility, models may
hallucinate visual details, suggest seeking sighted help, or
provide overly generic tips. To mitigate these biases, we
curated a dataset of 100 non-visual cooking videos by BLV
individuals and 100 accessibility resources (e.g., blog posts,

guides) to ground suggestions in disability-aware knowl-
edge. We apply a multi-modal retrieval augmented gen-
eration (RAG) approach[17]: extracting text chunks and
generating text embeddings, while describing dataset images
using Gemini 1.5 pro [28] to obtain image embeddings. At
inference, we input user queries enriched with context (e.g.,
vision level, experience, tools, setup), retrieve the top-3 rele-
vant chunks via cosine similarity, and generate personalized,
grounded suggestions (see § 5).

2.3. Progress Monitoring

Our pipeline generates criteria (irrelevant, in-progress, com-
plete, mistake) for each action using GPT-4o [1] to monitor
user progress (Figure 5). Rather than direct frame compar-
isons, we rely on abstracted descriptions to account for tool
variation or variation. Vid2Coach pauses feedback during
unrelated actions, provides updates during in-progress steps,
and prompts advancement upon completion.

We categorize actions as punctual, iterative, or durative
based on temporal properties. For punctual actions (e.g.,
add 1 cup of flour), Vid2Coach confirms completion without
intermediate feedback. For iterative actions (e.g., place 3
scoops), it tracks repetitions to guide users step-by-step. For
durative actions (e.g., cook until golden brown), it monitors
visual change for real-time updates. For actions lacking
visual cues (e.g., wait to cool), it prompts user confirmation.

To balance accuracy and latency, we adopt a dual-model
approach: a batch VLM (Gemini 2.0) performs inference ev-
ery 5 seconds on the latest 5 frames (1 fps), while a streaming
VLM (Gemini 2.0-Live) provides continuous, low-latency
monitoring. Streaming models begin generating outputs
token-by-token before full input processing [30], enabling
responsiveness but limiting reasoning depth.



Ours Gemini GPT-4o LLaVA-OV
video step full step full

# of New Facts µ 11.60 3.80 6.20 5.30 6.60 4.00
(task-relevant) σ 2.91 2.04 2.04 3.16 3.69 2.00

# of Missed Facts µ 3.80 8.90 15.80 6.50 15.90 9.60
(task-relevant) σ 2.39 3.03 9.3 4.12 6.72 3.27

Hallucinations % 3.92 7.14 8.82 5.71 25.58 21.13

Table 1. Coverage and accuracy of Vid2Coach-generated and state-
of-the-art VLM descriptions. Vid2Coach captured more new task-
relevant facts with fewer hallucinations.

2.4. Implementation
We implemented Vid2Coach as a React-based web applica-
tion that integrates Google Gemini Multimodal Live API [2],
which supports low-latency bidirectional voice and video
communication over WebSocket. Users’ progress captured
with Meta glasses is streamed to a lab computer and fed into
the React app for real-time monitoring and feedback.

3. Technical Evaluation
3.1. Generating Instructions

Method. We selected 10 cooking videos that varied in both
dish type and narration density. We compared our pipeline
against 3 state-of-the-art VLMs for video understanding
tasks [9, 24] – 2 proprietary VLMs (GPT-4o [1], Gemini
2.0 [28]) and 1 open-source VLM (LLaVA-OV [18]). For
Gemini 2.0, which supports full-length video input, we pro-
vided the entire video directly. For GPT-4o and LLaVA-OV,
we used the segmented steps from our own pipeline, and for
each step, we tested two input conditions: one providing only
the step name and one providing the full narration aligned
with that step. Comparing these two conditions allowed us
to evaluate how well the models leverage visual information
alone versus how they perform when given narrated context.
For open-source models that have input frame limit per call,
we periodically subsample 32 frames from that step.
Results. Table 1 summarizes the evaluation results. Over-
all, Vid2Coach outperformed baselines by generating more
new task-relevant atomic facts and omitting fewer details
present in the original narration. As illustrated in Figure 2,
Vid2Coach surfaced concrete visual details that can support
BLV users to accurately follow the steps (e.g., describing the
use of a measuring spoon, amount of bacon used, and how
they’re presented).

3.2. Progress Monitoring

Method. We conduct an ablation study comparing our
criteria-based classification against a simpler baseline that
directly uses the instruction text as context. Beyond Gemini,
we also compare the results of CLIP, which is commonly
used for similarity matching with text prompts. To assess

Vid2Coach Gemini CLIP
Action types FOV instruction criteria instruction

Punctual Narrow 0.53 0.40 0.33 0.33
Wide 0.73 0.47 0.33 0.33

Iterative Narrow 0.60 0.20 0.33 0.33
Wide 0.80 0.47 0.20 0.13

Durative Narrow 1.00 0.47 0.33 0.33
Wide 1.00 0.40 0.40 0.40

Table 2. Progress monitoring accuracy (Gemini + criteria) across
action types and FOVs. Criteria-based prompts were more effective
for durative actions, while CLIP showed limited gains.

generalizability, we evaluate on 6 action videos across 2
settings: 1) low-quality, narrow field-of-view streams cap-
tured using Meta Glasses from our formative study, and 2)
high-resolution, wide field-of-view recordings captured with
GoPro from prior work [20]. Both sets of videos are record-
ings BLV individuals cooking in their own kitchens. As
Vid2Coach is designed to support real-time monitoring, we
mimic a streaming setup by feeding in frames one at a time
rather than feeding the entire segment context to models.

Results. Table 2 shows the average per-frame accuracy over
6 actions (90 frames). Overall, using criteria-based approach
improved accuracy by grounding classification in context-
specific visual expectation rather than generic instruction
text. High-resolution, wide field-of-view videos recorded
yield better performance, as they clearly capture the target
objects and actions. For punctual actions (e.g., “add 1 cup of
flour”), all models struggled to correctly classify the “com-
plete” frames. These actions happen quickly and users often
instantly shift the camera away from the result – such as the
flour in the bowl – making it difficult to visually confirm
that the step was completed. Durative actions were more
reliably detected, with multiple frames showing ongoing
progress and completion status. In contrast, iterative actions
were often misclassified when the objects being counted
(e.g., multiple egg yolks cracked into a bowl) were only
partially visible or occluded during the repetitions. CLIP
underperformed across all action types due to its limited un-
derstanding of complex prompts – especially those involving
negation (e.g., the butter has not melted into liquid yet.)

4. User Evaluation

4.1. Method

We conducted a within-subjects study with 8 BLV partic-
ipants completing end-to-end cooking tasks in their own
kitchens, comparing Vid2Coach with a baseline replicat-
ing their existing practices. In the baseline, participants
received the original how-to video and transcript and could
use any tools they typically rely on, including AI- or human-
powered visual assistance (e.g., BeMyEyes, AIRA, smart
speakers, Meta AI). We selected three narrated YouTube



[Narration] Tarragon vinegar, pop that into the 
eggs. Any white wine vinegar will do, just as 
long as you've got that acidity in there.

[Vid2Coach]  The person adds a splash of tarragon 
vinegar to the bowl containing the egg yolks using a 
small measuring spoon. You can substitute with 
white wine vinegar if tarragon vinegar is unavailable.

[LLaVA-OV] The video begins with a close-up of a 
hand holding a small glass bottle filled with a 
greenish-yellow liquid, likely egg yolks, and a spoon. 
The scene transitions to a wider shot of a kitchen 
where a person is explaining something, using hand 
gestures to emphasize their points. The background 
shows a well-equipped kitchen with various utensils 
and ingredients visible on the countertops.

[Narration] I think that is the perfect breakfast.

[Vid2Coach] The demonstrator carefully places two 
slices of crispy, golden-brown bacon onto a 
prepared dish. Using their hands, they ensure the 
bacon is crossed neatly on top to enhance 
presentation. The plate is held steadily, showing a 
completed, visually appealing meal ready to serve.

[Gemini 2.0] Bacon is placed on top of the toast 
She declares it’s perfect, and states that the 
dish is ready. 

[GPT-4o] Crisp bacon is then added, completing the 
delicious breakfast creation. The chef presents the 
final dish with enthusiasm, conveying the delight of 
a perfect morning meal. 

Figure 2. Qualitative comparisons of Vid2Coach descriptions with SOTA VLMs on 2 action sequences. These VLM descriptions often
include hallucinations (red) and less task-relevant details (orange). Vid2Coach was able to capture new task-relevant details not covered in
the narration (blue).

cooking videos: V1 (Chocolate Chip Cookies) for the tuto-
rial, and V11 (Bread Flapjack) and V12 (Eggs Benedict) for
the main tasks. We chose less common recipes to avoid re-
liance on prior knowledge, ensuring active engagement with
the system. Videos were similar in length, narration, and
number of steps, and could be completed within 45 minutes
while meeting participants’ dietary needs.

We conducted a 2-hour study with 8 BLV participants to
evaluate Vid2Coach for following how-to cooking videos 1.
Two researchers visited participants’ homes with ingredients
and spare tools; participants could use their own or ours.
Each participant completed two cooking tasks: one with
Vid2Coach and one with the baseline, randomly assigned
between V11 and V12. Interface and recipe order were coun-
terbalanced. We administered a post-task survey measuring
cognitive load (NASA-TLX [10]) and system usefulness.

4.2. Task Success and Load
5 participants using Vid2Coach completed the task, com-
pared to 1 in the baseline condition (Figure 7). With
Vid2Coach, participants made 58.5% fewer mistakes
(µ=4.38, σ=2.20 vs. µ=11.00, σ=3.16; Z=2.46; p < 0.05),
suggesting that the system’s real-time guidance contributed
to both task completion and accuracy. Participants us-
ing Vid2Coach also experienced significantly lower men-
tal demand (µ=5.75, σ=1.39 vs. µ=3.38, σ=2.14; Z=2.04;
p < 0.05), temporal demand (µ=6.25, σ=1.17 vs. µ=3.63,
σ=2.50; Z=2.13; p < 0.05) and frustration (µ=6.00, σ=1.41
vs. µ=3.88, σ=1.89; Z=1.68; p < 0.05). While partic-
ipants in the baseline condition tried to remember a lot
of recipe information at once as the navigation is difficult,
Vid2Coach users could easily query to repeat or ask for eas-
ier workarounds which reduced the mental load. They also
reported higher performance (µ=6.13, σ=0.83 vs. µ=3.63,
σ=1.85; Z=-2.29; p < 0.05) with lower efforts (µ=5.00,

1Approved by the institute’s IRB.
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Figure 3. Final dishes from cooking tasks with Vid2Coach and
participants’ current workflow as baseline. Vid2Coach’s detailed
instruction and realtime feedback grounded in how-to videos helped
participants successfully follow the steps.

σ=1.93 vs. µ=3.50, σ=2.20; Z=1.70; p < 0.05). Partici-
pants explained the reason for rating high performance is
because they have gotten a lot of confirmation from the sys-
tem on their progress. With the baseline, participants who
did not finish all thee steps had low confidence and felt more
rushed. While we did not see any significant difference
in physical demand (µ=6.00, σ=1.07 vs. µ=4.38, σ=2.13;
Z=1.42; p > 0.05), 4 participants mentioned that holding
the phone to connect to sighted assistants is physically tiring.

5. Conclusion
Vid2Coach bridges the accessibility gap in how-to videos by
transforming them into wearable, context-aware assistants
that provide accessible instructions and real-time feedback
to BLV users. We designed Vid2Coach to offer both proac-
tive and responsive support, grounded in how-to videos and
accessibility resources. Our study demonstrates that BLV
users can complete tasks more accurately and confidently
with Vid2Coach. We show how AI systems can enable more
sclable, flexible, and independent skill learning for BLV
individuals in real-world setting.
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6. Study Materials

Video ID Duration Task URL
V1 6:00 Chocolate Chip Cookies [11]
V2 4:35 Eggs Benedict [27]
V3 4:01 Mini Pavlovas [14]
V4 5:06 Tortilla Pizza [4]
V5 8:30 Strawberry Jam [7]
V6 5:54 Dumpling [12]
V7 6:56 Omelette [8]
V8 3:59 Beef and Broccoli [5]
V9 5:06 Mashed Potatoes [15]
V10 7:28 Tiramisu [6]
V11 3:54 Bread Flapjack [16]
V12 3:19 Eggs Benedict [3]

Table 3. Video Materials (V1-V10: Pipeline Evaluation, V11-V12:
User Evaluation

7. Pipeline Overview

Vid2Coach’s pipeline generates step instructions from a how-to
video and supplements tips and workarounds from accessibility
task resources (Figure 4), and monitors users’ progress to provide
proactive feedback (Figure 5).

Tips & Workarounds 
(Low Vision) Use high color contrast cutting board to better locate pepper slices. 
(Blind) Use a plunge chopper or kitchen scissors for more control and safety. 

“Now, I’m preparing the bell pepper for toppings.”

How-To Video Accessible Resources

Read in order 
(Can skip) 

Guidelines Videos

High-level Instruction  
Slice 2 bell peppers for toppings. 

Multimodal UnderstandingA Multimodal RAGB

Demonstration Details 
The person is slicing one red and one yellow bell peppers using a sharp chef’s 
knife on a sturdy wooden cutting board. After cutting them into 2-inch pieces, 
they place them on a paper plate with herbs and olives.

+ User Info 
Vision, Preferences

Figure 4. Vid2Coach generates step instructions from a how-to
video with multi-modal understanding of narration and frames
(A), and supplements tips and workarounds from accessibility task
resources using RAG (B).

Irrelevant

[Durative Action]  “Melt the butter on medium-low heat until it is brown.”

In-Progress

Complete

No butter is visible in the pan.

Butter is visible in the pan in the solid form.  

Butter is liquifying as it melts in bright yellow color.

The butter is a deep golden brown color.

Completion  
Criteria

How-To Video

User Stream

…… …

Great, the butter is melting  

and is bubbling.

You seem to be complete because  

the butter looks golden brown!

Proactive 
Feedback

Figure 5. From the how-to video, Vid2Coach generates criteria for
classifying user status into irrelevant, in-progress, and complete.
As user performs the task, Vid2Coach monitors the progress and
provide realtime feedback.

8. User Study
To evaluate how well Vid2Coach supports BLV users in following
how-to video tasks, we conducted a within-subjects study with 8
BLV participants who completed end-to-end cooking tasks in their
own kitchens. We compared Vid2Coach with a strong baseline of
participants’ existing practices for following how-to videos. In the
baseline, we provided the original how-to video and its transcript,
and allowed participants to use any existing human-powered or AI-
powered visual assistance applications they typically use (Figure 6).

Figure 6. In the baseline condition, participants used their phones
to listen to the video instructions (A) or call visual interpreters to
get feedback (B). In the Vid2Coach condition, participants wore
Meta glasses and used free-form speech to interact with the system.

9. Prompt Engineering
Prompts used in Vid2Coach’s pipeline for identifying steps and
actions in how-to videos (Table 4), classifying actions into types
of punctual, iterative, and durative (Table 6, and running RAG for
supplementing accessible strategies (Table 5).
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P4
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P10

P11
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P10

P11

P5

P7

P8

P9

P5

P7

P8

P9

Incorrect Order

Technical Error

Omission

Instruction/Navigation

How-To Video / Transcript

Human Agents

AI Assistants

Correct

Progress Feedback

Visual Q/A

Non-Visual Q/A

Vid2Coach Interactions

Baseline Interactions

Step Completion

Actions

Figure 7. Step completion (left) and user-initiated interactions (right) visualized across participants, grouped by system condition (Vid2Coach
vs. Baseline) and task (Task1 vs. Task2). Each row represents a participant, and each column a step in the task. For Vid2Coach, note that we
only included user-initiated interactions and not Vid2Coach’s consistent feedback for brevity.

What product is this?

      It is a container of Good & Gather 
iodized salt.

      You seem to be done, let’s move 
on to the next step!

How does the bacon look now?

      The bacon appears to be 
cooked and slightly crispy.

      You don’t seem to be 
complete because the bacon is 

How does this look?

      Action 3: cook the 
bacon until it becomes 
beautifully crisp. From the 
video, the bacon starts raw 
with its characteristic white 
fat and pink meat and 
gradually turns into golden 
brown as it cooks in the hot 
pan.  

Should I use the parsley 

     The recipe does not specify using the stems, so please 
discard them.

Figure 8. In the user study, participants used Vid2Coach to receive real-time feedback and ask free-form questions during cooking, helping
them assess food readiness and ingredient use with confidence.



This is a transcript of a tutorial video: "{transcript data}".
This is the metadata for this tutorial: "{metadata}".
Prioritize metadata if the images look different than the metadata.
Output a JSON file that segments this into high-level steps. For each step, include:
- step name
- actions: a list of action objects containing:
- instruction (single atomic verb)
- supplementary (relevant tips, warnings, explanations)
- start and end times

Use entries with the method role as the main instruction. Supplement with other roles (tip, warning,
explanation, etc).
Make instructions specific and actionable: include measurements (e.g., "Add 1.5 cups of ...") and
tools ("Mix using a spatula ...").
Important:
- Each instruction must be a clear, single-sentence action centered around one verb.
- Split instructions with multiple actions (e.g., \Add sugar and whisk" → two separate actions).
- Split iterative actions over different materials (e.g., \Add salt, sugar, and vanilla extract" →
three actions).
- Merge only if instructions describe the same event.
- If multiple actions are in one sentence, assign the same timestamp to each.
- Some steps may have no actions if no method-role content is present.
- A step’s start time = first action’s start; end time = last action’s end; next step starts at
previous step’s end.
Also include:
- tools: all tools used in this step
- materials: all materials/ingredients used in this step
- new tools, new materials: any tools/materials not used in the previous step
Do not hallucinate. Only use provided information.
Example step:
Step(
step name="Prepare Cookie Dough",
actions=[
Action(
instruction="Add 1 cup of flour into the bowl.",
supplementary=["Use precise measurements for the best results."],
start=0.0,
end=5.0

),
Action(
instruction="Mix the mixture with a spatula until no residue flour is visible.",
supplementary=["Hold the bowl with the other hand for stability."],
start=5.0,
end=10.0

),
Action(
instruction="Let the dough rest for 30 minutes.",
supplementary=["Resting the dough helps improve the texture of the cookies."],
start=10.0,
end=40.0

)
],
tools=["Cup", "Spatula", "Mixing bowl"],
materials=["Flour"],
new tools=["Spatula"],
new materials=["Flour"],
start=0.0,
end=40.0

)

Table 4. Pipeline prompt for identifying steps and actions in how-to videos.

Generate response to the following query with the given context. If there is no relevant information,
say ‘‘I don’t know’’.
User info: {user info}
Query: User is currently performing {action}, what are useful tips and workarounds?
Context: {context} # Relevant text chunk found across Top-3 documents based on user query
Response:

Table 5. Retrieval augmented generation prompt used for supplementing accessible strategies.



This is information about a tutorial video: "{step}" . Output a JSON that consists of the following
attributes:
tools, materials, actions.
For each action, specify an action type between: punctual, iterative, and durative.
Punctual actions are brief and occur at a specific moment (e.g., "Put 1 cup of flour").
Iterative actions involve repetition or multiple quantities (e.g., "Add 2 rounded teaspoons").
Durative actions extend over time and involve continuous motion (e.g., "Whisk the mixture").
For each action, specify:
in progress criteria | visual indicators the action is ongoing;
completion criteria | visual signs that the action is finished;
mistake criteria | possible visual errors;
nonvisual completion criteria | (optional) sensory cues for completion (e.g., "feels crispy").
Note:
- Punctual actions should not include in progress criteria.
- completion criteria should be grounded in the instruction (e.g., "until brown").
- in progress criteria should not overlap with completion criteria.
- Only use information provided. Do not hallucinate.
Also, extract tools and materials used in this step. If available, include precise amounts from:
1/2 cup white sugar, 1/2 cup dark brown sugar, 1 egg, 1 tsp vanilla, 1/2 tsp salt (kosher),
1/2 tsp baking soda, 1 1/3 cups AP flour, 1 cup large chocolate chips.
# Example instantiation:
example step = Step(

tools=[’whisk’, ’bowl’],
materials=[’1 1/3 cups AP flour’, ’1/2 cup white sugar’, ’butter’],
actions=[

Action(
instruction=’Put 1 cup of flour into the bowl.’,
video description=’The person scoops all-purpose flour into a shiny stainless steel 1-cup

measuring cup...’
type=’punctual’,
completion criteria=[’The flour is visible in the bowl.’],
mistake criteria=[’Flour spills outside the bowl.’],

),
Action(

instruction=’Add 3 eggs into the mixture.’,
video description=’The person gently cracks three fresh eggs...’
type=’iterative’,
in progress criteria=[’One or two eggs are visible in the bowl, but not all three.’],
completion criteria=[’All three eggs are visible in the bowl.’],
mistake criteria=[’More than three eggs added’, ’Eggshell is visible.’],

),
Action(

instruction=’Whisk the mixture until it is smooth.’,
video description=’The person holds a ceramic bowl steady with one hand while whisking...’
type=’durative’,
in progress criteria=[’The whisk is moving through the mixture.’],
completion criteria=[’The mixture looks smooth and consistent.’],
nonvisual completion criteria=[’Mixture feels smooth to the touch.’],
mistake criteria=[’Mixture is lumpy or too runny.’],

)
]

)

Table 6. Pipeline prompt for classifying actions into punctual, iterative, durative actions and generating completion criteria.
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